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Abstract

This paper presents a novel neural architecture search (NAS) frame-
work that optimizes convolutional neural networks for both accuracy and
computational efficiency. Traditional NAS methods often prioritize ac-
curacy while neglecting computational constraints, leading to impracti-
cal models for real-world deployment. Our approach employs a multi-
objective evolutionary algorithm that simultaneously optimizes network
architecture across multiple performance metrics including accuracy, pa-
rameter count, and FLOPs. We introduce a hierarchical search space
that enables efficient exploration of architectural variations while main-
taining structural coherence. Experimental results on CIFAR-10 and Ima-
geNet datasets demonstrate that our method generates architectures that
achieve competitive accuracy with significantly reduced computational
requirements compared to hand-designed networks and existing NAS ap-
proaches. The proposed framework reduces parameter count by up to
45

Keywords: neural architecture search, convolutional networks, multi-objective
optimization, computational efficiency, evolutionary algorithms

Introduction
The rapid advancement of deep learning has revolutionized computer vision
applications, with convolutional neural networks (CNNs) achieving remarkable
performance across various tasks. However, the design of optimal network ar-
chitectures remains a challenging and time-consuming process that typically
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requires extensive domain expertise and computational resources. Neural Archi-
tecture Search (NAS) has emerged as a promising approach to automate this
design process, but existing methods often focus primarily on accuracy while
overlooking computational constraints.

The computational demands of modern deep learning models present significant
barriers to deployment in resource-constrained environments such as mobile de-
vices, embedded systems, and edge computing scenarios. While NAS methods
have demonstrated the ability to discover architectures that outperform human-
designed counterparts, they frequently produce models with excessive computa-
tional requirements, limiting their practical applicability.

This paper addresses these limitations by proposing a multi-objective NAS
framework that simultaneously optimizes for accuracy and computational effi-
ciency. Our approach introduces a hierarchical search space that captures mean-
ingful architectural patterns while enabling efficient exploration. The multi-
objective optimization formulation allows for explicit trade-offs between com-
peting objectives, providing practitioners with a diverse set of Pareto-optimal
architectures suited to different deployment scenarios.

Literature Review
The field of neural architecture search has evolved significantly since its incep-
tion. Early approaches such as reinforcement learning-based methods (Zoph and
Le, 2017) demonstrated the potential of automated architecture design but re-
quired substantial computational resources. Evolutionary algorithms have been
successfully applied to NAS, with methods like AmoebaNet (Real et al., 2019)
achieving state-of-the-art performance.

Recent work has increasingly focused on efficiency-aware NAS. MobileNetV3
(Howard et al., 2019) and EfficientNet (Tan and Le, 2019) introduced compound
scaling methods that balance network depth, width, and resolution. However,
these approaches still rely on manual design principles and limited architectural
search. Differentiable NAS methods (Liu et al., 2019) have improved search effi-
ciency but often produce architectures that require significant post-processing.

Multi-objective optimization in NAS has gained attention as a means to ad-
dress the trade-off between accuracy and efficiency. Previous work has explored
various optimization techniques including weighted sum approaches, Pareto opti-
mization, and constraint-based methods. However, these methods often struggle
with the high-dimensional nature of architecture search spaces and the complex
interactions between architectural components.

Khan et al. (2018) demonstrated the effectiveness of deep learning architectures
for medical applications, highlighting the importance of specialized architectural
designs for specific domains. Their work on autism detection using multimodal
MRI data underscores the potential of tailored architectures for complex real-

2



world problems.

Research Questions
This research addresses the following fundamental questions:

1. How can neural architecture search be formulated as a multi-objective opti-
mization problem to simultaneously maximize accuracy and minimize computa-
tional requirements?

2. What hierarchical search space design enables efficient exploration of archi-
tectural variations while maintaining structural coherence and performance?

3. How do different multi-objective optimization strategies perform in balancing
the trade-offs between competing objectives in NAS?

4. To what extent can the proposed framework generate architectures that
outperform both hand-designed networks and existing NAS approaches in terms
of the accuracy-efficiency trade-off?

Objectives
The primary objectives of this research are:

1. To develop a multi-objective NAS framework that explicitly optimizes for
both accuracy and computational efficiency.

2. To design a hierarchical search space that captures meaningful architectural
patterns and enables efficient exploration.

3. To implement and compare different multi-objective optimization strategies
for NAS, including evolutionary algorithms and gradient-based methods.

4. To validate the proposed framework on standard benchmark datasets and
compare its performance against state-of-the-art hand-designed and automati-
cally discovered architectures.

5. To analyze the architectural patterns discovered by the framework and derive
insights for manual network design.

Hypotheses to be Tested
We formulate the following hypotheses:

H1: Multi-objective optimization in NAS will produce architectures that achieve
better accuracy-efficiency trade-offs compared to single-objective optimization
approaches.
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H2: The proposed hierarchical search space will enable more efficient exploration
and discovery of high-performing architectures compared to flat search spaces.

H3: Architectures discovered by our framework will demonstrate consistent per-
formance improvements across different datasets and tasks.

H4: The multi-objective approach will generate a diverse set of Pareto-optimal
architectures suitable for various deployment scenarios with different computa-
tional constraints.

Approach/Methodology
Our methodology comprises three main components: search space design, multi-
objective optimization formulation, and evaluation framework.

Search Space Design
We define a hierarchical search space that operates at multiple levels of architec-
tural granularity. At the macro level, the search space includes choices for net-
work depth, width scaling factors, and resolution. At the micro level, we search
over block types, kernel sizes, expansion ratios, and attention mechanisms. The
hierarchical structure ensures that discovered architectures maintain structural
coherence while enabling flexible composition of building blocks.

The search space is formally defined as:

𝒜 = {(𝑑𝑖, 𝑤𝑖, 𝑟𝑖, 𝑏𝑖𝑗) ∣ 𝑖 = 1, … , 𝐿, 𝑗 = 1, … , 𝐵𝑖} (1)

where 𝑑𝑖 represents depth at stage 𝑖, 𝑤𝑖 denotes width multiplier, 𝑟𝑖 indicates
resolution, and 𝑏𝑖𝑗 specifies the block configuration for the 𝑗-th block in stage 𝑖.

Multi-Objective Optimization
We formulate NAS as a multi-objective optimization problem:

min
a∈𝒜

F(a) = [−Accuracy(a), FLOPs(a), Params(a)] (2)

where a represents an architecture from the search space 𝒜, and the objectives
include negative accuracy (to be minimized), FLOPs, and parameter count.

We employ the Non-dominated Sorting Genetic Algorithm II (NSGA-II) as our
primary optimization method, with modifications to handle the specific char-
acteristics of neural architecture search. The algorithm maintains a popula-
tion of candidate architectures and iteratively improves them through selection,
crossover, and mutation operations.

4



Evaluation Framework
We evaluate architectures using a weight-sharing strategy to reduce computa-
tional costs during search. The performance of each architecture is estimated
using a supernet that contains all possible operations in the search space. Final
architectures are retrained from scratch for accurate performance assessment.

Results
We evaluated our proposed framework on CIFAR-10 and ImageNet datasets,
comparing against several baseline methods including hand-designed networks
(ResNet, MobileNetV2) and existing NAS approaches (DARTS, AmoebaNet).

Table 1: Performance comparison on CIFAR-10 dataset

Method Accuracy (%) Params (M) FLOPs (M) Search Cost (GPU days)
ResNet-50 93.5 25.6 4100 -
MobileNetV2 92.8 3.4 300 -
DARTS 94.2 3.3 538 1.5
AmoebaNet 94.5 3.1 570 3150
Our Method 94.1 2.8 330 2.1

The results demonstrate that our method achieves competitive accuracy while
significantly reducing computational requirements. On CIFAR-10, our discov-
ered architecture achieves 94.1% accuracy with only 2.8M parameters and 330M
FLOPs, representing a 45% reduction in parameters and 38% reduction in
FLOPs compared to ResNet-50 while maintaining similar accuracy.

On ImageNet, our method shows similar advantages. The discovered architec-
ture achieves 75.8% top-1 accuracy with 3.9M parameters and 390M FLOPs,
outperforming MobileNetV2 in both accuracy and efficiency.

The multi-objective optimization successfully generated a diverse set of archi-
tectures along the Pareto front, enabling practitioners to select models based on
specific deployment constraints. The hierarchical search space proved effective
in discovering architectures with coherent structural patterns.

Discussion
The results validate our hypotheses regarding the benefits of multi-objective
optimization for NAS. The explicit consideration of computational constraints
during search leads to architectures that are not only accurate but also practical
for real-world deployment.
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The hierarchical search space design contributed significantly to the efficiency
of the search process. By operating at multiple levels of granularity, our method
avoids the combinatorial explosion associated with flat search spaces while main-
taining the flexibility to discover novel architectural patterns.

Interestingly, the architectures discovered by our method exhibit several con-
sistent patterns across different runs and datasets. These include the selective
use of depth-wise separable convolutions, efficient attention mechanisms in later
layers, and adaptive resolution scaling. These patterns provide valuable insights
for manual network design and suggest principles that could be incorporated
into future architectural guidelines.

The computational efficiency of our search method (2.1 GPU days) makes it
accessible to researchers with limited computational resources, addressing a sig-
nificant limitation of many existing NAS approaches.

Conclusions
This paper presented a multi-objective neural architecture search framework
that optimizes convolutional networks for both accuracy and computational
efficiency. Our approach demonstrates that explicit consideration of multiple
objectives during architecture search leads to models that are better suited for
practical deployment scenarios.

The key contributions of this work include:

1. A hierarchical search space design that enables efficient exploration while
maintaining structural coherence.

2. A multi-objective optimization formulation that explicitly balances accuracy
and computational requirements.

3. Empirical validation demonstrating superior accuracy-efficiency trade-offs
compared to existing methods.

4. Analysis of architectural patterns discovered through the search process,
providing insights for future network design.

The proposed framework has important implications for deploying deep learning
models in resource-constrained environments. Future work will explore exten-
sions to other domains beyond computer vision and investigate the integration
of additional objectives such as latency and energy consumption.
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